Determination of the spectral variation origin in high-order harmonic generation in noble gases
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One key parameter in the high-order harmonic generation (HHG) phenomenon is the exact frequency of the generated harmonic field. Its deviation from perfect harmonics of the laser frequency can be explained by considering (i) the single-atom laser-matter interaction and (ii) the spectral changes of the driving laser. In this work, we perform an experimental and theoretical study of the causes that generate spectral changes in the HHG radiation. We measured the driving-laser spectral shift after HHG in a long medium by using a correction factor to take into account the multiple possible HHG initiation distances along the laser path. We separate out the contribution of laser spectral shift from the resultant high-harmonic spectral shift in order to elucidate the microscopic effect of spectral shift in HHG. Therefore, in some cases we are able to identify the dominant electron trajectory from the experimental data. Our investigations lead to valuable conclusions about the atomic dipole phase contribution to a high-harmonic spectral shift. We demonstrate that the significant contribution of a long electron path leads to a high-harmonic shift, which differs from that expected from the driving laser. Moreover, we assess the origin of the high-order harmonics spectral broadening and provide an explanation for the narrowest high-harmonic spectral width in our experiment.
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I. INTRODUCTION

Development of coherent light sources in the extreme ultraviolet (XUV) spectral domain is of very high importance because it allows researchers to carry out wavelength-limited imaging, observation, and potentially control of various physical, biological, and chemical phenomena at their natural spatial, nanometric, and temporal (subfemtosecond) scales. The highly nonlinear interaction of intense femtosecond laser pulses with matter leads to the generation of harmonics of the driving-laser light up to very high orders. This phenomenon, so-called high-order harmonic generation (HHG), became the flagship source of short-wavelength coherent radiation [1]. A major benefit of sources based on HHG lies in their compactness and low cost, enabling wide availability for researchers. Besides its high degree of coherence, HHG radiation exhibits collimated beams [2] with a Gaussian-like transverse energy distribution and a nearly-diffraction-limited wavefront [3], allowing for efficient focusing of the light onto samples. Furthermore, these properties facilitate the analysis of the source features and allow engineering of their temporal and spatial characteristics. Likewise, the polarization state of the emitted radiation can be controlled to a high degree [4] (for a recent review see, e.g., Ref. [5]).

During the last few decades significant efforts were put into the understanding of the main mechanisms driving the HHG process. From a spectral point of view, HHG has been demonstrated over a very wide range of wavelengths, spanning from tens of nanometers to a few angstroms [6]. Additionally, the intrinsic nature of the HHG phenomenon allows the generation of ultrashort pulses; indeed, it was shown that these sources can reach the attosecond (as) temporal range ($1 \text{ as} = 10^{-18} \text{s}$) [7,8], allowing an insight into the ultrafast electron dynamics inside matter [9]. Other possible applications of these ultrashort coherent XUV sources include following transient elementary processes [10], scrutinizing ultrafast magnetization effects [11] and monitoring molecular processes in real time [12]. Depending on the technology of the laser driver, HHG sources can be operated in a single-shot mode or at very high repetition rates. The former makes it possible to conduct pump-probe experiments with samples that are nonrenewable [13,14], while the latter favors studies (such as photoelectron spectroscopy) where accumulation of a low intensity signal is required.

It is therefore important to find tools able to control the frequency of the XUV ultrashort pulses generated through HHG. The current contribution provides a detailed study of the HHG frequency variation, which could be advantageously used for time-resolved ultrafast experiments.

At a single-atom level, the HHG process can be easily explained by a semiclassical description; namely, by invoking what is known as the “three-step model”: first, an atom is
ionized by the strong electric field of the laser, so the electron wave packet can leave the atomic potential via tunneling; next, the free electron is accelerated by the laser field, defining the second stage of the sequence, and, finally, when the laser electric field reverses sign, the electron can recombine with its parent ion, emitting the energy obtained during its journey in the laser-dressed continuum in the form of XUV radiation [15–17].

From a macroscopic viewpoint, the individual fields emitted by atoms located at different positions in the propagation direction need to be in phase, so that their respective electric fields can add up constructively, allowing the growth of the XUV intensity. The wave-vector mismatch, defined as \( \Delta k = qk_1 - k_q \), where \( q \) is the harmonic order and \( k_1 \) and \( k_q \) are the wave vectors of the fundamental driving field and the one of the \( q \)th harmonic order, respectively, consists of contributions from plasma \( \Delta k_p \) and neutral atoms \( \Delta k_n \). There is also a mismatch due to the Gouy phase shift \( \Delta k_G \) and the atomic dipole \( \Delta k_d \), which originates from the intensity gradient of the incident beam and depends on the electron trajectory (short or long) responsible for the emission. One of the areas of intense research encompasses the development and implementation of configurations with larger interaction lengths—the length over which the two fields are phase matched, known as the coherence length and defined as \( L_{coh} = \frac{\pi}{\Delta k} \). The condition, which minimizes the wave-vector mismatch and turns \( \Delta k \) close to zero, is called phase matching [18,19].

Considerable attempts have been made to obtain control of the different quantum path contributions with a low driving-laser intensity [20]. In this work, we use a method that allows us to determine the origin of the spectral variation of individual harmonics when the driving-laser intensity increases. We perform a real-time monitoring of the driving laser’s spectral properties, which provides a beneficial approach for its control during the HHG process. The postinteraction infrared (IR) spectra are recorded on-axis, simultaneously with the HHG spectrum. The data obtained are then used to discriminate the contributions due to the driving-laser wavelength shift from the intrinsic contributions that are inherent to every HHG phenomenon at the single-atom level.

This paper is organized as follows: in the next section, Sec. II, we describe the experimental setup. Section III is devoted to the theoretical framework, including all the sources for the phase variation of HHG and Sec. IV is focused on the results and discussion. Here we include the determination of the intensity-dependent quantum-path phase coefficients and a comparison between our theoretical predictions with the experimental data. Finally, in Sec. V, we summarize the main ideas and present our conclusions.

II. EXPERIMENTAL SETUP

The HHG experiment was carried out by using a 10 Hz Ti:sapphire laser system, wavelength centered at about \( \lambda_{IR} = 810 \text{ nm} \) with a pulse energy from 50 to 125 mJ. Additionally, the pulse duration was estimated to be 50 fs full width at half maximum (FWHM) of intensity by using an autocorrelation technique. The laser beam was loosely focused by a spherical mirror with a focal length of \( f = 5 \text{ m} \) into a gas cell filled with a noble gas (argon, neon, or helium), as shown in Fig. 1.

The incident laser beam diameter \( D \) (and thus the transferred energy \( E \)) is varied by changing the diameter of an iris aperture, providing a range of \( F_s \) \( (F_s = f/D) \) from 150 to 400. The fundamental IR beam was focused into the gas cell to produce high-order harmonics, which follow the laser propagation direction. A thin metallic transmission filter was placed about 5 m away from the HHG source at the entrance of the diagnostics chamber in order to reject the IR radiation. A flat-field spectrometer, with a reflective concave diffraction grating and a back-illuminated CCD camera, was used for recording the HHG spectra. A fiber spectrometer was employed for obtaining the fundamental beam’s spectrum after the interaction with the gas. The fiber connected to the spectrometer collected the scattered IR light from the metallic mirror with a focal length of 810 mm in diameter. This procedure allowed us to select the central part of the laser beam and to perform on-axis measurements. The HHG-yield optimization was done by adjusting the iris diameter, thus varying the laser energy on the target, \( F_s \), and consequently the IR laser pulse intensity at focus. Since the intensity gradient of the field is small in our loose-focusing geometry, we neglect contributions from Gouy phase shift \( \Delta k_G \) and atomic dipole phase \( \Delta k_d \) when we change the iris diameter. Besides, when we increase the laser driving intensity, the influence of the medium ionization on the phase-matching terms \( \Delta k_p \) and \( \Delta k_d \) becomes dominant. The optimal conditions were found to be \( F_s = 300 \), \( E = 50 \text{ mJ} \) for HHG in argon, the gas cell length and pressure were \( L = 10 \text{ cm} \) and \( p = 5 \text{ mbar} \) \( (N_a = 1.25 \times 10^{20} \text{ atoms/m}^3) \), respectively. Here, the beam focus was at the center of the cell. On the other hand, for HHG in neon we have \( F_s = 240 \), \( E = 85 \text{ mJ} \), \( L = 4.4 \text{ cm} \), and \( p = 20 \text{ mbar} \) \( (N_a = 5 \times 10^{22} \text{ atoms/m}^3) \). For this case the end of the gas cell was about 1.2 cm after the beam focus. Finally, \( L = 3.6 \text{ cm} \) and the end of the gas cell was placed at the beam focus for HHG in helium. Here the optimal conditions were \( F_s = 200 \), \( E = 125 \text{ mJ} \), and \( p = 85 \text{ mbar} \) \( (N_a = 2.13 \times 10^{24} \text{ atoms/m}^3) \).

Estimation of driving-laser intensity

The driving-laser intensity for different iris aperture sizes is estimated from the measured laser energy, pulse duration, and the focal spot intensity distribution. The intensity distribution of the attenuated beam is recorded directly by a CCD camera placed at the laser beam focus. On the other hand, the determination of the laser intensity \( I_{cutoff} \), which one needs for generation of a high-order harmonic of energy \( h\omega_{cutoff} \), is done by applying the semiclassical formula [21]

\[
h\omega_{cutoff} = I_p + 3.17U_p, \]

where \( I_p \) is the ionization potential of the atom under consideration and \( U_p \) is the ponderomotive energy, which can be expressed as \( U_p [\text{eV}] = 9.33 \times 10^{-14} I_{cutoff} [\text{W/cm}^2] \lambda_{IR}^2 [\mu\text{m}]^2 \), with \( \lambda_{IR} \) being the laser central wavelength. Finally, a particular estimated peak intensity is divided by a constant coefficient in order to get values closer to \( I_{cutoff} \). The difference between the vacuum peak laser intensity and the \( I_{cutoff} \) mainly originates from the non-Gaussian temporal shape of the driving-laser pulse as well as aberrations of the focused beam. All the laser
FIG. 1. Scheme of the experimental setup. By focusing an IR driving laser into a gas cell filled with rare gas, a harmonic beam is generated. An IR spectrometer records the driving-laser spectrum after the interaction with the gas and a XUV spectrometer detects the produced high-order harmonics spectra.

intensity values used in our calculations are computed with that coefficient kept constant.

III. THEORY

The harmonic phase originates from two components: one coming from the driving-laser field phase, defined as $\phi_{IR,q} = q\phi_{IR}$ [22,23], where $\phi_{IR}$ is the driving-laser phase and $\phi_{IR,q}$ is the phase of the $q$th harmonic, and another associated with the atomic dipole phase $\phi_{dipole}$. Since the harmonics are generated by a laser pulse, the intensity of which varies in a temporal domain as $I(t)$, the dipole phase leads to frequency shift and chirp of the harmonic pulse. The resulting total phase of the generated harmonics $\phi_q(t)$ can then be written as

$$\phi_q(t) = \phi_{IR,q}(t) + \phi_{dipole}(t).$$

The instantaneous frequency of the $q$th harmonic is

$$\omega_{\text{inst},q}(t) = \omega_q + \frac{\partial \phi_q(t)}{\partial t} = \omega_q + \Delta \omega_q(t),$$

where $\Delta \omega_{IR,q}(t)$ and $\Delta \omega_{dip}(t)$ are frequency variations due to driving-laser frequency variation and atomic dipole contributions, respectively. The central wavelength shift can be expressed as $\Delta \lambda_q = \frac{\lambda_0^2}{2c^2} \Delta \omega_q$. The contribution from the IR field, $\phi_{IR,q}$, will be treated in Sec. III A, while the contribution from the intrinsic dipole phase, $\phi_{dipole}$, will be studied in Sec. III B.

A. Variation of driving-laser frequency

One can estimate the $q$th harmonic frequency, originating from the laser driving field $\phi_{IR,q}$ [see Eq. (2)], by considering plasma effects on the driving-laser pulse. The spectral shift $\Delta \omega_{IR}$ in the IR field due to plasma is transferred to a spectral shift $\Delta \omega_{p,q}$ of the $q$th harmonic via $\Delta \omega_{p,q} = q \Delta \omega_{IR}$ [22,23]. We compute the expected shift for the $q$th harmonic in two steps: first, only the shift of the driving laser is considered; second, the shift transferred to the harmonic field is estimated by taking into account the absorption in the medium. The laser pulse phase determined by modulation due to temporal variation of refractive index $n(t)$ after propagation through a medium of length $L$ is

$$\phi_{IR}(t) = \frac{2\pi \lambda_{IR}}{\lambda_{IR}} \int_0^L n(t)dz,$$

leading to a plasma-induced frequency shift of

$$\Delta \omega_{IR}(t) = \frac{\partial \phi_{IR}(t)}{\partial t} = -\frac{2\pi}{\lambda_{IR}} \int_0^L \frac{\partial n(t)}{\partial t}dz,$$

where $n = \sqrt{1 + \chi_p + \chi_n}$ is the refractive index due to plasma and neutral atoms, and $c$ is the speed of light. The electric susceptibility due to plasma is $\chi_p = \frac{\omega_p^2}{\omega_0^2}$, where $\omega_p$ is the plasma frequency $\omega_p = (Ne^2/\epsilon_0m_e)^{1/2}$, with $e$ being the elementary electric charge, $\epsilon_0$ the vacuum permittivity, $m_e$ the electron mass, and $\omega_0$ the central angular frequency of the driving laser. The free-electron density is $N_e = \frac{N_{\text{atm}}}{\eta}$ with $\eta$ being the ionization probability, $N_{\text{atm}}$ the particle density.
of an ideal gas at standard temperature and pressure (STP), \( p_0 = 1 \text{ atm} \), and \( p \) the actual gas cell pressure. Moreover, for neutral atoms one obtains \( \chi_n = \frac{N_a \omega_r^2}{e_p m_n \omega_0^2} \) [24], where \( \omega_r \) is the closest resonant frequency and the neutral atom density is given by \( N_a = \frac{2n m_p p_0^2}{m_n} \). Thus, both plasma and neutral atom contributions to the refractive index depend on the initial atomic density as well as on \( \eta \).

It can be inferred from Eq. (5) that the spectral shift is proportional to (i) the medium length \( L \), (ii) the ionization rate \( \frac{\partial \eta}{\partial p} \), and (iii) the particle density \( N_a \) through the refractive index \( n \). When the medium is strongly ionized, the plasma effect introduces a blueshift in the IR spectrum [25].

The main advantage of our study is the possibility to distinguish between the effect of the fundamental laser spectral shift and the effect coming from the intrinsic atomic dipole in the resulting high-harmonic spectral shift. This is possible, since we can determine the IR contribution by directly measuring its spectrum after propagation through the gas cell.

We measure the driving-laser spectra after the pulse propagates through the entire gas medium of length \( L \). However, because high-order harmonics are generated from numerous positions throughout medium, it is important to estimate the effective contribution from the detected IR spectral shift to a resultant high-harmonic spectral shift. To take into account this fact, we apply a correction for calculation of the IR contribution by directly measuring its spectrum after propagation through the gas cell.

We use the driving-laser spectra to determine the IR contributions by directly measuring its spectrum after propagation through the gas cell.

The atomic dipole moment is the observable that is used to quantify the radiation generated by the \( q \)-th harmonic at the single-emitter level. Its phase is determined by the Volkov classical action \( S_V(t,t') = I_p(t-t') + \frac{1}{2} \int_{t'}^{t} [\mathbf{p} + A(t)]^2 dt \) acquired by the laser-ionized free electron with drift momentum \( \mathbf{p} \) at time \( t' \) oscillating in the driving-laser field until its recollision at time \( t \). The phase \( \phi_{\text{dipole}} = S_V(t,t') - q A(t) \), i.e., by the value of the action along the most relevant semiclassical trajectory [21,27,28], where \( A(t) = - \int \mathbf{E}(t) dt \) is the laser’s vector potential.

This phase is therefore governed by the time integral of the kinetic energy of the electron during its journey, which increases with the mean velocity, and therefore with the laser intensity.

The above explanation gives a straightforward physical picture of how the intrinsic dipole phase is acquired from a single emitter. In a simple approximation, the resulting phase shift is linear with intensity [29],

\[
\phi_{\text{dipole}} = \phi_{\text{dipole}}(I) \approx -\alpha I + \text{const.}, \tag{8}
\]

where the quantum-path phase coefficient \( \alpha = \frac{\partial \phi_{\text{dipole}}}{\partial p} \) determines the core dependence of the harmonic phase on the laser intensity. It is characteristic for each generation regime, i.e., the long and short trajectories in plateau and the single trajectory in cutoff. The spectral shift can be also directly determined from a saddle-point calculation in the strong-field approximation (SFA). These are discussed in detail in Sec. IV C.

**IV. RESULTS AND DISCUSSION**

**A. Phase matching**

The major part of the XUV photon flux, during HHG, is produced provided that the phase-matching conditions are fulfilled. The medium refractive index \( n \) is strongly linked to the concentration of both free electrons, \( N_e \), and neutral atoms, \( N_a \), that in turn are dictated by the ionization probability \( \eta \).

We use \( \Delta k_q = \frac{q \chi_q}{2} \Delta n_{\text{pl,at}} \), where \( \omega_0 = \frac{2m_n}{2e} \chi_q \) and \( \Delta n_{\text{pl,at}} = \Delta n_{\text{IR}} - \Delta n_q \), with \( \Delta n_{\text{IR}} \) and \( \Delta n_q \) being the refractive index variations due to plasma and neutral atoms for the driving laser and the \( q \)-th order harmonic, respectively. For estimation of the phase-matching ionization level we neglect variation of the refractive index of high-order harmonics, \( \Delta n_q \), since it is significantly less than the variation of the refractive index of the driving laser, \( \Delta n_{\text{IR}} \). The resulting phase-matching ionization level \( \eta_{PM} \) at which plasma and neutral-atom dispersion cancel each other [24] can be estimated as

\[
\eta_{PM} \approx \left( 1 + \frac{N_{\text{atom}} \chi_q^2}{2 \pi \Delta n} \right)^{-1}, \tag{9}
\]
where $\Delta n$ is the change of the noble gas refractive index at one atmosphere of pressure, $N_{atm}$ is the particle density of an ideal gas at STP conditions, and $r_e$ is the classical electron radius.

We plot the coherence length $L_{coh}$ as a function of $\eta$ in Fig. 2(a), which was calculated for particle densities corresponding to our experimental conditions (Sec. II). As can be seen, there is an optimal value corresponding to our experimental conditions (Sec. II). As can be seen, there is an optimal value $\eta_{PM}$, for the 25th harmonic generated in argon with $\lambda_{IR} = 810$ nm, and about $\sim 1.0\%$ for the 57th harmonic in neon. Finally, we find that $\eta_{PM} \sim 0.66\%$ for the 65th harmonic generated in helium.

We can then define a laser intensity value, $I_{PM}$, which corresponds to the generation of phase-matched high-order harmonics at the peak of the laser pulse. The static ionization rates in the tunneling and barrier-suppression regimes are computed by using the empirical formula from Ref. [30]. Figure 2(b) depicts the time dependence of $\eta$ for HHG in argon, neon, and helium at different laser peak intensity values, $I_{PM}$, for a 50 fs FWHM of intensity laser pulse with Gaussian distribution. The corresponding values of $\eta_{PM}$ are indicated by colored horizontal lines.

**B. Determination of intensity-dependent quantum-path phase coefficients**

To determine the values of the quantum-path phase coefficient $\alpha$, we calculate the harmonic dipole following the standard SFA formalism [21,27,28], in the form

$$D(q\omega_0) = \sum_s d(t_{st}, t_{st}') e^{-iS_V(t_{st}, t_{st}') + iq\omega_0t_a},$$  \hspace{1cm} (10)

where $t_{st}$ and $t_{st}'$ are the saddle-point solutions for recollision and ionization times at which the action $S_V(t, t') - q\omega_0t$ is stationary, and we sum for a single-ionization burst over the first six quantum trajectories [31]. As can be seen, there are several return paths, which correspond to trajectories that spend increasingly long times oscillating in the continuum before recombining with the ion. Note that some paths are closed at a given intensity for a fixed harmonic order, as the returning electron does not have enough energy to produce this particular harmonic. As the excursion time spent in the continuum increases, so does the phase coefficient $\alpha$, so the first two returns (so-called short and long trajectories [28,31]) have the lowest values of $\alpha$, with higher-order returns producing a more sensitive phase dependence on the intensity.

The phase of the emitted harmonics, then, is given by

$$\phi_{dipole} = \text{Re}(S_V(t_s, t_s') - q\omega_0t_s)$$

and the coefficient is obtained by numerical differentiation of this phase with respect to the intensity. The obtained $\alpha$ values as a function of laser intensity are shown in Fig. 3 for the 25th harmonic in argon [Fig. 3(a)], the 57th harmonic in neon [Fig. 3(b)], and the 65th harmonic in helium [Fig. 3(c)].

In our analysis we consider a piecewise dependence of $\alpha$ with the laser intensity and only the first two trajectories are relevant (one short and one long). We identify them according to the their respective recombination times $t_1$ and $t_2$.

**C. Connection of atomic dipole spectral shift with intensity slope**

We can predict the behavior of the expected spectral shift due to the atomic dipole phase. In the next analysis, we consider $\alpha(I)$, which provides a more accurate description of the phase variation according to Sec. IV B. The frequency variation due to the atomic dipole phase can be calculated by [27,32]

$$\Delta \omega_{dipole}(t) = -\frac{\partial \phi_{dipole}(t)}{\partial t} = -\frac{\partial I}{\partial t}\left(\frac{\partial \alpha(I)}{\partial I} + \alpha(I)\right).$$  \hspace{1cm} (11)

First, we calculate the expected shift originating from the atomic dipole phase following the theory of Sec. III B and Eq. (11) with the $\alpha$ coefficients computed according to the procedure described in Sec. IV B. We assume that the high-order harmonic radiation is generated mostly in the temporal
region where the laser intensity provides an ionization degree $\eta_{PM}$ corresponding to a phase-matching level (see Sec. IV A); we take the amount of frequency variation $\Delta \omega_{\text{dip}}$ due to the laser intensity slope at these points and calculate the expected wavelength shift as $\Delta \lambda_{\text{dip}} = \frac{\lambda_0^2}{\omega_0} \Delta \omega_{\text{dip}}$, where $\Delta \omega_{\text{dip}}$ is given by Eq. (11).

Figure 4 demonstrates calculated high-harmonic spectral shift due to the atomic dipole phase. Here, the short and long trajectories for the first return are considered. As can be inferred, $\alpha$ variation with intensity in Eq. (11) for a short trajectory leads to a noticeable blueshift at the low laser intensities (i.e., in conditions where $I_{\text{peak}} < I_{PM}$) and minor and slowly varying redshift at high laser intensities ($I_{\text{peak}} > I_{PM}$). In contrast, spectral shift due to the atomic dipole, taking into account a long electron trajectory predicts visible redshift at the low laser intensities ($I_{\text{peak}} < I_{PM}$) and strong blueshift at high intensities ($I_{\text{peak}} > I_{PM}$). These data will assist in the identification of the dominant electron trajectory during experiment, as can be seen in next section.

D. Measured and calculated spectral shifts

We study the intensity-dependent central-wavelength shift of both the driving laser and particular high-order harmonics. To identify the origin of the high-order harmonic spectral shift following Eq. (3), both the frequency shift due to the atomic dipole as well as the spectral shift of the driving IR laser contribution should be taken into account. The predicted wavelength shifts due to the atomic dipole phase are shown in Fig. 4 for argon, neon, and helium atoms.

For the determination of the IR spectral shift, $\Delta \lambda_{\text{IR}}$, we use the recorded laser pulse spectra. This allows us to separate out the effect of the IR laser wavelength shift due to plasma in the resulting high-order harmonic wavelength shift. The driving pulse spectral shifts after the laser-target interaction during HHG in argon, neon, and helium are shown in Figs. 5(a)–5(c), respectively. Besides, the high-order harmonic spectral shifts for the 25th harmonic in argon, the 57th in neon, and the 65th in helium are also demonstrated. The spectral shift of the IR is defined as the difference between the central wavelength, obtained as the median value of the spectral intensity distribution of the incoming driving IR laser field, and the one after the interaction with the gas target. A similar procedure is employed for the calculation of the high-order-harmonic wavelength shift.

To figure out which electron trajectory dominates the generation process in our experimental conditions, we calculate the expected high-order harmonic spectral shift, taking into account the atomic dipole phase according to Eq. (2) for each kind of electron trajectory. In this way, we are able to identify the contributions coming from the long and short trajectories based on the obtained experimental data. We thus calculate the resulting high-order harmonic spectral shift in wavelength as

$$\Delta \lambda_q = a \Delta \lambda_{\text{dip},t_1} + (1 - a) \Delta \lambda_{\text{dip},t_2} + k \frac{\Delta \lambda_{\text{IR}}}{q}. \quad (12)$$

The $a$ factor accounts for the short electron trajectory contribution fraction. To find it, we consider values $\Delta \lambda_q$ (measured high-harmonic spectral shift), $\Delta \lambda_{\text{IR}}$ (measured driving-laser spectral shift), $k$ [correction factor according to Eq. (7)], and $q$ (harmonic order) to solve Eq. (12) for each peak-intensity point. Since the term $-\frac{\alpha}{2}$ in Eq. (11) leads to zero spectral shift, when the phase-matched harmonic generation is produced at the peak of the pulse, it is therefore impossible to determine $a$ for these intensity values.

Taking into account that our XUV spectrometer is not calibrated in absolute terms, we set the zero shift at the peak intensities $I_{PM}$ for all cases (indicated as vertical black dashed lines in the figures).

At low peak intensities, the laser intensity is not enough to reach an ionization level suitable for phase matching $\eta_{PM}$. Thus, we cannot apply Eq. (12) to determine $a$ from experimentally measured data. The high-order harmonics of interest are produced near cutoff at low peak intensities. The $a$ values are known for these intensity values, as can be seen in Fig. 3. Therefore, it becomes possible to use the measured high-harmonic spectral shift to determine at which intensity (and corresponding time) the dominating harmonic generation takes place.

We study the correlation of the driving IR laser wavelength shift and that of the 25th harmonic order in argon as a function of driving-laser intensity, as illustrated in Fig. 5(a). As can be seen, the obtained high-order harmonic spectral shift $q \Delta \lambda_q$ is predominantly given by the shift $\Delta \lambda_{\text{IR}}$ of the fundamental spectral shift. We can infer the order of a harmonic, $q$, from the shift $\Delta \lambda_{\text{IR}}$.
laser wavelength. Even though the uncertainty is high, the $a$ factor is found to be $a \approx 0.9$, implying that a short electron trajectory dominated the process. Thus, the spectral shift induced by the atomic dipole phase is minor for this case and the high-harmonic spectral shift follows that of the driving laser. Such behavior is consistent with that reported in the literature [22,33].

Next, we consider the spectral shift of the driving-laser wavelength and that of the 57th harmonic order in neon, which is shown in Fig. 5(b). Based on the data obtained, by separating the effect of the IR spectral shift, we find that the contribution coming from the atomic dipole phase introduces a redshift at laser peak intensities less than $I_{PM}$. At such low laser intensities, plasma does not significantly influence the driving-laser pulse. Thus its contribution to the wavelength shift is negligible. As a consequence, we conclude that the spectral shift induced by the atomic dipole phase is responsible for the observed high-harmonic spectral shift. The fraction of the short electron trajectory is found to be $a \approx 0.7$ for HHG in neon. Higher relevance of the long electron path can be caused by the gas target being before the laser beam focus, since this position assists phase matching of the HHG with the predominance of the long electron trajectory [20,34,35].

Furthermore, we investigate the correlation between the IR laser wavelength shift and that of the 65th harmonic order in helium, as demonstrated in Fig. 5(c). A large high-order harmonic redshift $\Delta \lambda_{q}$ is observed while $\Delta \lambda_{IR}$ is negligible, before the gas medium becomes significantly ionized. Consequently, for this case we conclude that the contribution from the atomic dipole phase is dominant for the same reason as for the case of HHG in neon. The fraction of the short electron trajectory is found to be $a \approx 0.75$ for HHG in helium.

During HHG in all cases, the origin of the harmonic spectral shift for lowest peak intensities was studied. It was found that cutoff harmonics are mainly generated in the trailing part of the laser pulse peak close to its apex.

### E. Spectral broadening of high-order harmonics

We studied the spectral broadening of high-order harmonics as a function of laser intensity. The harmonic spectral width $\Delta \lambda_{q}$ is inversely proportional to the high-harmonic pulse duration $\Delta \tau_{q}$ (the FWHM of the $q$th-order harmonic intensity), where $\Delta \lambda_{q} \propto \frac{1}{\Delta \tau_{q}}$.

For our analysis we assume that the harmonic pulse duration is equal to the time interval, where the phase-matched
generation occurs, as described below. First we estimate from the optimal generation conditions the time intervals where we reach an $\eta$ suitable for phase matching. To do this, we first obtain the $\eta$ dependence of the length-density product, which is defined as $L_{\text{coh}}N_e$. Combining the calculated $L_{\text{coh}}N_e$ and the experimentally estimated $L_N$ products, we find the phase-matching ionization degree ranges $[\eta_{\min}, \eta_{\max}]$ under our optimal experimental conditions. We thus obtain a range between 2.8% to 4.2% for the 25th harmonic generated in argon, from 0.89% to 1.1% for the $q = 57$th harmonic generated in neon, and from 0.63% to 0.7% for the $q = 65$th harmonic order in the case of helium gas. Defining respective phase-matching times $\tau_{\text{PM},1}$ and $\tau_{\text{PM},2}$ for the lower and upper limits of the phase-matching ionization ranges, the corresponding phase-matching time interval $T_{\text{PM}} \equiv [\tau_{\text{PM},1}, \tau_{\text{PM},2}]$ and varies with the laser peak intensity.

We introduce an additional assumption, which takes into account the limitation arising from the single-atom response of the HHG process. This implies that the HHG occurs within a laser intensity region, where the intensity is large enough to produce harmonics above cutoff, i.e., $I > I_{\text{cutoff}}$. The determination of the laser intensity $I_{\text{cutoff}}$ needed for the generation of a high-order harmonic of energy $\hbar\omega_{\text{cutoff}}$ is done by invoking the semiclassical formula (1) [21]. We can then define a time interval which corresponds to an intensity range fulfilling the condition $I > I_{\text{cutoff}}$. This condition defines the times $\tau_{\text{cutoff},1}$ and $\tau_{\text{cutoff},2}$ and consequently we find $T_{\text{cutoff}} \equiv [\tau_{\text{cutoff},1}, \tau_{\text{cutoff},2}]$.

We now apply both conditions for each particular laser peak intensity and search for the intersection between the time intervals $T_{\text{PM}}$ and $T_{\text{cutoff}}$, so that the final time interval is then $T_q \equiv T_{\text{PM}} \cap T_{\text{cutoff}}$. At low laser peak intensities, $T_{\text{PM}}$ is very large. This happens because the upper boundary of the phase-matching ionization level is not reached. The total high-order harmonic pulse duration $T_q$ is therefore limited by $\tau_{\text{PM},1}$ and $\tau_{\text{cutoff},2}$. The longest $T_q$ is achieved when $\tau_{\text{PM},2} = \tau_{\text{cutoff},2}$. As the laser peak intensity increases, the upper level of the phase-matching ionization degree is reached and the duration $T_q$ is fully given by $T_{\text{PM}}$, since $T_{\text{PM}} \subseteq T_{\text{cutoff}}$. Thus, the time interval $T_q$ shortens as the laser peak intensity rises. This reduction is caused by the sudden growth of the ionization probability. Following these precepts, we can define the minimal high-order harmonic spectral width, which corresponds to a maximum $T_q$ as $\Delta \xi_{\min}$. The laser peak intensity at which this value is reached is then defined as $I_{\Delta, \min}$.

We demonstrate the experimentally measured dependence of the high-order harmonic spectral width on the increase of the driving-laser intensity in Fig. 6 for the 25th harmonic order in argon [Fig. 6(a)], the 57th in neon [Fig. 6(b)], and the 65th in helium [Fig. 6(c)]. The values $I_{\Delta, \min}$ were found to be $1.5 \times 10^{14}$, $3.74 \times 10^{14}$, and $5.5 \times 10^{14}$ W/cm$^2$ for the particular harmonics generated in argon, neon, and helium, respectively. As can be seen, the experimentally measured high-order harmonic spectral width shows a minimum around the calculated $I_{\Delta, \min}$ values. We thus attribute this spectral width minimum to the maximum high-order harmonic pulse duration $T_q$, obtained by considering that the laser intensity is limited, on the one side, by the HHG cutoff and by the phase-matching conditions on the other side.

We have also studied the influence of the chirp due to the time-dependent high-order harmonic phase variation, on the high-order harmonic spectral broadening in accordance with assumptions from Refs. [32,36]. For this calculation we take into account the intensity values in those time intervals, which is when phase-matched HHG occurs. Taking into account both effects, i.e., the variation of $T_q$ as well as the high-order harmonic chirp due to the atomic dipole phase, we find that the actual effect of the latter is much weaker than the variation of the high-order harmonic pulse duration. Including the chirp contribution in our analysis, its effect is observed only close to regions with the smallest spectral width, i.e., close to $I_{\text{PM}}$, since the second derivative of intensity with respect to time is largest here. In this way, the obtained spectral broadening increases by about 4% of the maximal spectral width. Thus, it may be assumed to be negligible under our conditions.

V. CONCLUSIONS

In conclusion, we performed a comprehensive study of the HHG spectral features in noble gases with different ionization
The ability to measure the driving laser’s spectral shift makes it possible to disentangle the different contributions to the resulting high-order harmonic wavelength shift. In this way, we can distinguish the wavelength shift coming directly from the driving IR laser pulse from that produced by the atomic dipole phase. We found the contribution to the resultant high-harmonic spectral shift due to the atomic dipole phase in the case of HHG in argon is negligible. On the other hand, this contribution is non-negligible in our experiment in the cases of neon and helium. The relative contributions for our experimental conditions coming from long and short electron trajectories were determined by using measured driving-laser and high-harmonic spectral shifts as well as a computed intensity-dependent $\alpha$ coefficient. Our main observations lead to the conclusion that the spectral shift of high-order harmonics corresponds to a shift in the driving-laser spectra only when the contributions of the long and short trajectory compensate each other, providing negligible spectral shift due to the atomic dipole phase. This is the case as long as the contribution of a long trajectory is quite small, about 10%. Otherwise, the spectral shift due to the atomic dipole phase is not negligible and the resulting high-harmonic shift does not follow that of the driving laser. This conclusion is of high importance for experiments, where exact knowledge of the spectral position of high-order harmonics is of instrumental relevance.

Additionally, we studied the spectral broadening of the high-order harmonics generated in different gases. The smallest spectral width was determined at the laser peak intensity that provides the largest time intersection between the microscopic assumptions, when the laser intensity exceeds the cutoff value, and the macroscopic assumptions, when the phase-matching ionization level is achieved. For all atomic species, the narrowest high-order harmonic width was localized at laser peak intensities lower than that corresponding to phase-matching radiation from the peak of the pulse (when the medium is not over-ionized). The influence of the atomic dipole chirp on the high-order harmonic spectral broadening was found to be negligible in our study.

The data presented and its analysis provide a significant extension of the knowledge of HHG spectral characteristics.
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